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Abstract: In 2020 when I published the research paper on the computation of a 2F2 generalized hypergeometric function (GHGF) for a particular set of parameters it the paper generated a lot of interest. However, I felt that the work I published in 2020 needed more clarifications, which is the reason why I am publishing this research letter. The main focus of this research letter is to offer more insights into the nature of the computation of the fundamental 2F2 GHGF, its connection with GHGF and some connections with confluent HGF. Several numerical examples are used to verify the closed form expressions of a 2F2 GHGF.

Index Terms— generalized hypergeometric functions, Confluent hypergeometric functions, Fundamental 2F2, recursive reduction formulae, Gauss power series, Kummer transformations.

1 Introduction

A 2F2 generalized hypergeometric function (GHGF) occurs when an integration of a confluent hypergeometric function (CHGF or CHF) is performed [1]-[17].

Although implicitly the computation of a 2F2 has been discussed in many of my previous publications such as in Progri(2016, [8]-[11]), Progri(2018, [12]), it was not until I worked many years earlier on integrating the incomplete Gamma function (IGF) the integer case of Progri(2019, [13] (143), (145), (189)) and many other forms of the GHGF such as 1F2 or 2F3.

I suspect that one of the main reasons why Progri(2020, [14]) it is because it showed the connections between so many of the instances that if I had known how to bring the computation of a 2F2 into m research I could have; however, the publication of Progri(2020, [14]) accomplished just that since the papers on the computation of a 2F2 are somewhat scarce (not in plentiful quantities).

This letter exploits some of the relationship between a 2F2 GHGF with the Kampé de Fériet functions, CHGF, and 1F2 and 2F3 GHGF.
The main theme in this letter is to present some other methods on the computation of a fundamental 2F2[1,2;2,2;z] GHGF and make a few observations about their strengths and weaknesses. What is the main connection between a 2F2 GHGF and other GHGF and CHGF? of interests: one of them is called the fundamental 2F2 generalized hypergeometric function. The fundamental \( 2\text{F}_2[1,1;2,2;z] \) hypergeometric function is computed by the means of the Recursive Reduction Formulae (RRF) \((15)\) algorithm \textit{phypergeom15} and split of even and odd components \((26)\). However, RRF \((15)\) algorithm \textit{phypergeom15} is three to four orders of magnitude faster than the computation via Progrti(2020, [14] (49)). This is an original result never published before.

This letter is organized as follows: in Sect. 2 reduction formulae of certain CHFs are discussed. In Sect. 3, RRF of a fundamental 2F2 GHGF is presented. In Sect. 4 several numerical examples are considered. Conclusion is provided in Sect. 5 along with Acknowledgments in Sect. 6, and a list of references in Sect. 7.

## 2 Reduction Formulae of Certain CHFs

From the well-known definition of the \( M \) CHF via the \textit{Gauss Power Series} (GPS) \([14]\) we have

\[
M(a,b|z) = \sum_{n=0}^{\infty} \frac{(a)_n (b)_n}{(n!)^2} \frac{z^n}{n!} = 1 + z \sum_{k=0}^{\infty} \frac{(a+1)_k}{(b+1)_k (k+1)!} \frac{z^k}{k!} = 1 + z \sum_{k=0}^{\infty} \frac{a(a+1)_k}{b(b+1)_k (k+1)!} \frac{z^k}{k!} = 1 + z \sum_{k=0}^{\infty} \frac{a(a+1)_k}{b(b+1)_k (b+2)_k} \frac{z^k}{k!} = 1 + \frac{z}{b} _2\text{F}_2[a+1,1;b+1,2;z] \tag{1}
\]

Equations (1) and (2) provide the direct connection between the CHF and a fundamental 2F2 GHGF.

Well known reduction formula for the Pochhammer symbol (or rising factorial \([23]\)) that was employed in (1) is from the definition of the Gamma function \([24]\) as follows,

\[
(q)_n+1 = q \frac{(q+1+n)}{(q+1)} = q \frac{(q+1+n)}{(q+1)} ; q = \{a,b\} = q(q+1)_n \tag{3}
\]

For a special case when \( a = b \) from (2) we find a known CFE of the \( M[1,2|z] \) \([19],[22]\)

\[
z_F^2[a+1,1;2,2;z] = M[1,2|z] = \frac{e^{z-1}}{1} , z \neq 0 \tag{4}
\]

If we were to employ \textit{Kummer’s First Transformation (KFT)} \([19],[20]\) of (3) we obtain,

\[
M[1,2|z] = e^z M[1,2|z - z] = \frac{e^{z-1}}{1} , z \neq 0 \tag{5}
\]

Equations (4) and (5) are identical, which means that Kummer’s first transformation of (5) is an identity.

For a special case when \( a = 1, b = a + 1 \) from (2) we find a new CFE of the \( M[1,3|z] \)

\[
z_F^2[2,1;3,2;z] = M[1,3|z] = \frac{2[M[1,2|z-1]}{z} , z \neq 0 \tag{6}
\]

If we were to employ KFT \([19],[20]\) of (6) we obtain,

\[
z_F^2[2,1;3,2;z] = M[1,3|z] = e^z M[2,3|z - z] = \frac{2[e^{z-1} - \frac{1}{e^z}]}{1} , z \neq 0 \tag{7}
\]

We can easily derive the CFE of the \( M[2,3|z - z] \) as follows,

\[
M[2,3|z] = \frac{2\left[1-e^{-z} - \frac{e^{-z}}{z}\right]}{1} , z \neq 0 \tag{8}
\]

And similarly, we can obtain the \( M[2,3|z] \)

\[
M[2,3|z] = \frac{2\left[1-e^{-z} + \frac{e^{-z}}{z}\right]}{1} , z \neq 0 \tag{9}
\]

Another important relation in the computation of the \( M[a,b|z] \) is the \textit{Continuous Relation Formula (CRF)} \([19]\) as given below:

\[
aM[a,b|z] = (a + z)M[a,b|z] + z(a - b)M[a,b+|z] \tag{10}
\]

Where

\[
a_+ = a + 1 \tag{11}
\]

\[
b_+ = b + 1 \tag{12}
\]

For example, if we set \( a = b \neq 0 \) from (10) we obtain

\[
M[a_+,a|z] = \frac{(a+z)}{a} M[a,a|z] = \left(1 + \frac{z}{a}\right) e^z \tag{13}
\]

We were able to produce several reduction formulae of the CHF which are special cases of a fundamental 2F2 GHGF by means of invoking the GPS, KFT, and CRF. This means that...
there is hope that we can produce more reduction formulae for a fundamental 2F2 GHGF as discussed next.

3 RRF of the Fundamental 2F2 GHGF

In this section we discuss the computation of RRF of the fundamental $2F_2[1,1;2,2;z]$ GHGF, by means of the GPS that is special case of a fundamental $2F_2[a,1;b,b;z]$.

From the GPS definition of a fundamental $2F_2[a,1;b,b;z]$ GHGF, where $a, b = a + 1$ are positive integers, we can write,

$$2F_2 \left[ \begin{array}{c} a,1 \\ b,b \end{array} \right] z = \sum_{k=0}^{\infty} \frac{(a)_k (1)_k}{(b)_k} \frac{z^k}{k!}$$

(14)

$$= 1 + \sum_{k=1}^{\infty} \frac{(a)_k (1)_k}{(b)_k} \frac{z^k}{k!}$$

$$= 1 + \sum_{k=1}^{\infty} \frac{(a)_k (1)_k}{(b)_k} \frac{z^k}{k!}$$

$$= 1 + z \sum_{k=0}^{\infty} \frac{(a)_k (1)_k}{(b)_k} \frac{z^k}{(k+1)!}$$

$$= 1 + \frac{za}{bb} \sum_{k=0}^{\infty} \frac{(a+1)_k (1)_k}{(b+1)_k} \frac{z^k}{(k+1)!}$$

$$= 1 + \frac{za}{bb} \left[ \frac{a+1}{b+1} \right] z$$

$$= 1 + \frac{za}{bb} \left[ \frac{a+1}{b+1} \right] z$$

$$= 1 + \frac{za}{bb} \left[ \frac{a+1}{b+1} \right] z$$

$$= 1 + \frac{za}{bb} \left[ \frac{a+1}{b+1} \right] z$$

Equations (14) and (15) provide the recursive reduction formulae of a fundamental 2F2 GHGF by means of another 2F2 GHGF.

After $n$ iterations the $n$th terms can be evaluated in limit as $n$ goes to infinity since $b = a + 1$ and $a, b$ positive integers as follows,

$$\lim_{n \to \infty} \frac{za}{b+n} z^{2n} \frac{a+n+1}{b+n+1} \left[ \begin{array}{c} a+n+1 \\ b+n+1 \end{array} \right] z = 1 + \frac{za}{b+n} z^{2n} \frac{a+n+1}{b+n+1} \left[ \begin{array}{c} a+n+1 \\ b+n+1 \end{array} \right] z

(16)

Where we made use of the following limit,

$$\lim_{n \to \infty} \frac{za}{b+n} z^{2n} \frac{a+n+1}{b+n+1} \left[ \begin{array}{c} a+n+1 \\ b+n+1 \end{array} \right] z = 1 + \frac{za}{b+n} z^{2n} \frac{a+n+1}{b+n+1} \left[ \begin{array}{c} a+n+1 \\ b+n+1 \end{array} \right] z

(17)

Then the algorithm for computing the fundamental $2F_2[1,1;2,2;z]$ is as follows

function h = phypergeom15(a,b,n)
% Performs the recursive computation of the 2F2[a,1;b,b;z]
% a and b are integers and b = a + 1 based on (15)
% for k=n-1:0
h = 1+za/(b+n)*h; % recursive update
end

The results of the implementation of this algorithm in MATLAB are given in the next Sect. The other computation of the fundamental $2F_2[1,1;2,2;z]$ is via the Progri phypergeom (see Progri, 2019, [13] pg. 19, 31 EN. iv).

Next, the second technique is that of splitting the terms into even and off components as follows,

$$2F_2 \left[ \begin{array}{c} 1,1 \\ 2,2 \end{array} \right] z = \sum_{k=0}^{\infty} \frac{(2)_k (1)_k}{(2)_k (2)_k} \frac{z^k}{k!}$$

(18)

Well known reduction formulæ for the Pochhammer symbol (or rising factorial [23]), see the Gamma function [24],

(1) $2n = \Gamma\left[\frac{1}{2}+n\right] = \sqrt{\pi} \Gamma\left[\frac{1}{2}+n\right] = 2^{2n} \left(\frac{1}{2}\right)_n$ (19)

(2) $2n = \Gamma\left[\frac{2}{3}+n\right] = \sqrt{\pi} \Gamma\left[\frac{2}{3}+n\right] = 2^{2n+1} \left(\frac{1}{3}\right)_n$ (20)

(2n)! $\Gamma\left[\frac{1}{2}+n\right] = 2^{2n} \left(\frac{1}{2}\right)_n$ (21)

Substituting (19)-(21) into the even component $F_e(z)$

$$F_e(z) = \sum_{n=0}^{\infty} \frac{(2n)_n}{(2)_n (2n)_n} = \sum_{n=0}^{\infty} \frac{(2n)_n}{(2)_n (2n)_n} \frac{2z^n}{n!}$$

(22)

$$= \int_0^z \left[ \begin{array}{c} 1,1 \\ 2 \end{array} \right] \left(\frac{3}{2},\frac{3}{2}^{2},\frac{3}{2}^{3} \right) \right.$$ (23)

Similarly, well known reduction formulæ for the Pochhammer symbol (or rising factorial [23]), see also the gamma function [24],

(1) $2n+1 = \Gamma\left[\frac{3}{2}+n\right] = \sqrt{\pi} \Gamma\left[\frac{3}{2}+n\right] = 2^{2n+1} \left(\frac{3}{2}\right)_n$ (24)

(2) $2n+1 = \Gamma\left[\frac{5}{2}+n\right] = \sqrt{\pi} \Gamma\left[\frac{5}{2}+n\right] = 2^{2n+2} \left(\frac{5}{2}\right)_n$ (25)

Substituting (23) and (24) into odd component or $F_o(z)$ produces,
Next, substituting (22) and (25) into (18) produces a new reduction formula of a fundamental $zF_2[1,1;2,2;z]$ GHGF which I overlooked in Progri(2020, [14]) by means of a 1F2 and a 2F3 GHGF as follows,

$$\hat{z}^2 \sum_{n=0}^{\infty} \frac{(\frac{z}{2})_n}{n!} = \frac{z}{4} \sum_{n=0}^{\infty} \frac{(\frac{z}{2})_n}{n!} \left[ \begin{array}{c}
\frac{1}{2},\frac{3}{2},\frac{5}{2} \\
\frac{1}{2},\frac{3}{2},\frac{5}{2}
\end{array} \right]$$

(25)

What other reduction formulae can be obtained for the fundamental $zF_2[1,1;2,2;z]$ GHGF? One technique was employed in Progri(2020, [14] (49)). However, there is another technique that I did not exploit in Progri(2020, [14]), which is based on Kummer Transformation of Type II, Paris(2005, [5] (3)).

$$zF_2 \left[ \begin{array}{c}
\frac{1}{2},\frac{3}{2},\frac{5}{2} \\
\frac{1}{2},\frac{3}{2},\frac{5}{2}
\end{array} \right] = 1F_2 \left[ \begin{array}{c}
\frac{1}{2} \cdot \frac{3}{2} \cdot \frac{5}{2} \\
\frac{1}{2} \cdot \frac{3}{2} \cdot \frac{5}{2}
\end{array} \right] + \frac{z}{4} \hat{z}^2 \sum_{n=0}^{\infty} \frac{1}{n!} \left[ \begin{array}{c}
\frac{1}{2},\frac{3}{2},\frac{5}{2}
\frac{1}{2},\frac{3}{2},\frac{5}{2}
\end{array} \right]$$

(26)

If either $b = a$ or $c = d$ then (27) gets reduced to the well-known KFT. If however $b = d$, then we obtain another layer of reduction as follows,

$$zF_2 \left[ \begin{array}{c}
b-a, d; \\
b, c + n;
\end{array} \right] = \hat{z} F_1 \left[ \begin{array}{c}
b-a; \\
c + n;
\end{array} \right]$$

(28)

Next, the left-hand side of (26) becomes

$$zF_2 \left[ \begin{array}{c}
\frac{a}{d}; \\
\frac{b}{c} + \frac{z}{n};
\end{array} \right] = \hat{z} F_1 \left[ \begin{array}{c}
\frac{a}{d}; \\
\frac{b}{c} + \frac{z}{n};
\end{array} \right]$$

(29)

The righthand side must equal to a CHF based on KFT as follows,

$$\hat{z} F_1 \left[ \begin{array}{c}
b-a, d; \\
c+k; \\
-z
\end{array} \right] = \hat{z} F_1 \left[ \begin{array}{c}
c-a; \\
-z
\end{array} \right]$$

(30)

What happens when $a = d$ and $b = c$,

$$zF_2 \left[ \begin{array}{c}
a, a; \\
b, b; \\
z
\end{array} \right] = e^{\hat{z}} \sum_{k=0}^{\infty} \frac{(-z)_k}{k!} \left[ \begin{array}{c}
-b-a, k; \\
b+b+k; \\
-z
\end{array} \right]$$

(31)

We can easily see that the fundamental $zF_2[1,1;2,2;z]$ can be obtained by the means of the Kummer’s Transformation of Type II Paris(2005, [5])

$$zF_2 \left[ \begin{array}{c}
\frac{1}{2}, \frac{3}{2}, \frac{5}{2}; \\
\frac{1}{2}, \frac{3}{2}, \frac{5}{2}
\end{array} \right] = \hat{z} F_2 \left[ \begin{array}{c}
\frac{1}{2}, \frac{3}{2}, \frac{5}{2}; \\
\frac{1}{2}, \frac{3}{2}, \frac{5}{2}
\end{array} \right]$$

(32)

In Progri(2020, [14]) I made the following bold statement: “We cannot really compute the $zF_2[1,1;2,2;z]$ any other way than either (31) or (49) or it will lead to singularities”; hence, this statement is somewhat true because either/both (26) or (32) do not provide any real significant gains for the computation of the $zF_2[1,1;2,2;z]$.

In summary, the RRF of the fundamental GHGF, $zF_2[1,1;2,2;z]$, via (14)-(17) implemented in Progri’s function hypergeom15 is one of the most efficient computational algorithms and it should be more accurate and much faster than the computation of the $zF_2[1,1;2,2;z]$ via the sum of the difference of two Kampé de Fériet functions Progri(2020, [14] (49)).

4 Numerical Examples

Before we conclude this letter, we consider several numerical examples similar to the examples in Progri(2020, [14]).

Example 1: The first numerical example considers the computation of a $M[a; b; z]$ based on (1), (2) and (3) for $a = 1$, $b = a + 1 = 2$ and $z = 0.5$. The results of the direct computation are shown in Tab. I and of the absolute error of the direct computation are shown in Tab. II.

Example 2: The second numerical example considers the computation of a $M[a; c; z]$ based on (1) and (6) for $a = 1$, $c = a + 2 = 3$ and $z = 0.5$. The results of the direct computation are shown in Tab. III and of the absolute error of the direct computation are shown in Tab. IV.

Example 3: The third numerical example considers the computation of a $zF_2$ based on (14) and (15) for $a = 1$, $b = a + 1 = 2$ and $z = 0.5$. The results of the direct computation are shown in Tab. V and of the absolute error of the direct computation are shown in Tab. VI.

As indicated by the numerical results in Table VI, the absolute error via (15) – (16) is zero.

Example 4: The fourth numerical example considers the computation of a $zF_2$ based on (14) and (26) for $a = 1$, $b = a + 1 = 2$ and $z = 0.5$. The results of the direct computation are shown in Tab. VII and of the absolute error of the direct computation are shown in Tab. VIII.

As indicated by the numerical results in Tab. VIII, the absolute error due is zero; hence, (14) and (26) are numerically identical. This is not a surprise because splitting the terms into
even and odd components should yield an identity both analytically and numerically. However, the computation time for (26) is 21.76 millisecond. This approach is too slow.

**Example 5:** The fifth numerical example considers the computation of a \( _2F_2 \) based on (14) and Progrí(2020, [14] (49)) for \( a = 1, b = 2, \) and \( z = 0.5 \). The results of the direct computations are shown in Tab. IX and of the absolute error of the direct computation are shown in Tab. X.

As indicated by the numerical results in table X, the absolute error due to the difference of two Kampé de Fériet functions is within numerical computational error 10\(^{-16} \); hence, (14) and Progrí(2020, [14] (49)) are numerically equivalent; however, the simulation time is equal to 2.17 milliseconds.

**Example 6:** The sixth numerical example considers the computation of a \( _2F_2 \) based on (14) and RRF (15) for \( a = 1, b = 2, \) and \( z = 0.5 \). The numerical results of the direct computations are shown in Tab. XI and of the absolute error of the direct computation are shown in Tab. XII.

As indicated by the numerical results in table XII, the absolute error due to the RRF (15) is zero; hence, (14) and (15) are numerically identical but the simulation time is almost ten microseconds. The RRF (15) is two orders of magnitude faster than the Progrí(2020, [14] (49)).

### 5 Conclusions

In conclusion, I have produced several reduction formulae for the computation of a fundamental \( _2F_2 \) GHGF either my means of direct computation or via the RRF (15) algorithm hypergeom15.

I have shown the connection of several special cases of a fundamental \( _2F_2 \) which leads to partial fraction expansion via \( _2F_1 \) in (2). This is an original result never published before.
The fundamental $_2F_2[1,1; 2,2; z]$ hypergeometric function is computed by the means of RRF (15) algorithm $phypergeom15$ and split of even and odd components (26). However, RRF (15) algorithm $phypergeom15$ is three to four orders of magnitude faster than (26) and two to three orders of magnitude faster than the computation via Progri (2020, [14] (49)). This is an original result never published before.

This paper is based almost entirely on the creation of original analytical derivations that are supported by numerical results special cases that completely validate the accuracy and computational speed of the algorithms that are proposed.

In summary the RRF (15) algorithm $phypergeom15$ is the fastest and the most accurate means by which the fundamental $2F2$ can be computed.

I was wrong when I said In Progri (2020, [14]): “We cannot really compute the $_2F_2[1,1; 2,2; z]$ any other way than either (31) or (49) or it will lead to singularities”; certainly, we can and I have learned not to take ‘NO’ for an answer; RRF (15) algorithm $phypergeom15$ is the right answer so far.
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